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Abstract

Memory is a popular card game played by people of all ages around the world. Given a set of $n$ pairs of cards laid out face down, a player may in one move turn over two cards one after another. If the cards form a pair, they get collected off the table, else they get turned over again. For the 2-player game, where players alternate in moves and win if they collect more pairs, an optimal strategy is known and well-studied. Here we consider the 1-player solitaire game, where the goal is to need as few moves as possible to collect all cards off the table. We prove that an optimal strategy needs less than $1.75 \cdot n$ moves in expectation. Furthermore we prove the lower bound that every strategy needs at least $1.5 \cdot n - 1$ moves for arbitrary $n$ in expectation. Intensive numerical calculations lead to the new interesting conjecture that an optimal strategy has a competitive ratio of $1.613603 < c < 1.613706$. In particular, we study games where already $k$ different cards are known to the player. We prove that an optimal strategy needs at least $1.5n - 0.5k - 1$ and at most $2n - k$ moves in expectation to finish such a game. If one is interested in a strategy that guarantees to finish a solitaire Memory game, then $2n - 1$ moves are both necessary and sufficient.
1 Introduction

Memory (or cf. [6]: Concentration, Pairs, Pelmanism, Pexeso, Shinkei-suikaku) is a popular card game that requires good memorization skills. A deck of pairs of cards is shuffled and laid out face down on a table. The goal of the game is to collect all pairs of cards: In the solitaire version, in as few moves as possible, and with multiple players, to collect more pairs than each opponent. In a single move, a player may first turn over a single card and then another card – if both cards form a pair, they are collected, else they are turned over again. While children often have an advantage in the game due to their innate memory skills [5], professional tournament games with 32 or 31 pairs (cf. [7]) are often played by using strategies with a quite sophisticated mathematical background [9].

The 2-player version (where the goal is to collect more pairs than the opponent) is quite well studied and an optimal strategy for $n$ pairs is known due to Zwick and Paterson [11]. It is however not known how many moves the solitaire version of the game needs for a deck of $n$ cards with an optimal strategy.

1.1 Our Results

We prove that an optimal strategy for the solitaire version needs between $1.5 \cdot n - 1$ and $1.75 \cdot n$ expected moves to collect all $n$ pairs. Intensive numerical calculations lead to the new interesting conjecture that for large $n$, the number of expected moves is between $1.613603 \cdot n$ and $1.613706 \cdot n$. For solitaire Memory games in the tournament version (with 32 or 31 pairs) the expected number of needed moves with an optimal strategy are $\approx 1.5977 \cdot 32$ or $\approx 1.5972 \cdot 31$. If the player already knows $k$ different cards, then we show that an optimal strategy needs at least $1.5n - 0.5k - 1$ and at most $2n - k$ more moves in expectation. If one is interested in the worst-case number of moves to finish a new game, then $2n - 1$ moves are both necessary and sufficient.

1.2 Related Work

Combinatorial games and problems are a popular subject throughout history. While some problems like the Seven Bridges of Königsberg by Euler in 1735 started whole branches of modern mathematics, others like the Icosian game by Hamilton in 1857 are still million dollar prize problems in their general form in today's world. It is also still an expanding subject in mathematics and computer science, since, according to Fraenkel [2], “The combinatorial games community is growing in quantity and quality!” As a proof, he lists 1700 publications (e.g., [10]) in his “Selected Bibliography”. Many of the listed games can be investigated with dynamic programming, we refer to [8] for an overview.

One of the first scientific publications about Memory was by Kirkpatrick in 1954 [5], where he considered a variant with 26 pairs. He argued that one needs to remember around seven or eight cards in the beginning of the game and that the final phase of the game usually determines the winner of the participating players.

Zwick and Paterson considered the Memory game as a 2-player variant for any number of $n \in \mathbb{N}$ pairs in [11]. They searched for a strategy that maximizes the expected gain of pairs for a player. While their optimal strategy is easy to memorize, the proof of the optimality is “extremely involved” [3]. Zwick and Paterson also note that Gerez and Gobel had previously empirically found the optimal strategy in a report [4], where they also consider a variant where it is not allowed to collect two already known cards (that do not form a pair) in a single move. The optimal strategy for the 2-player Memory game can be summarized as follows [9]:

- Let $k \geq 0$ be the number of known cards currently on the table.
- Let $n \geq 1$ be the number of pairs currently on the table.
- If you can collect a known pair, do so. Else:
  - If $n + k$ is odd and $k \geq 2(n + 1)/3$, turn over two cards that are already known.
  - If $n + k$ is even and $k \geq 1$ or if $k = 1$ and $n = 6$, turn over a new card. If you can now collect a pair, do so. Else turn over an already known card next.
  - Else turn over two new cards in the move.

As another variant, the 2-player Memory game was also considered in a modified version with finite memorization skills and an uncountable number of cards in [3].

2 Overview of the Paper

In Section 3 we describe the model for solitaire Memory, followed by an optimal strategy in Section 4. In Section 5 we show that in the worst case, $2n - 1$ moves are both necessary and sufficient. The main results of the paper are presented in Section 6 and 7: Section 6 discusses the expected number of moves needed for solitaire Memory. In Section 7 we present interesting new conjectures for large games based on extensive numerical investigations. Variations of the model are discussed in Section 8. The numerical calculations were done using Mathematica®.
3 The Model for Solitaire Memory

The game starts with $2n$ cards laid out face down on a table, so that a player can only see the identical back sides. W.l.o.g. each card is labeled with a natural number from 1 to $n$ on its front side, with each label appearing exactly twice. Two cards with the same label form a pair. The $2n$ cards are shuffled uniformly at random beforehand, but the position of each uncollected card stays fixed during the game once it is laid out. We can therefore assume w.l.o.g. that it does not matter which of the yet not turned over cards will be turned over next, if the player desires to turn over a not yet turned over card. If a card has never been turned over yet, we call it unknown. If a card has been turned over, but not yet collected, we call it known.

The sole player makes a move as follows: first she turns over one card, then another card. If both cards have the same label, then the pair is collected, else both cards are put back into the same position face down. The goal of the game is to collect all pairs in as few moves as possible. We assume that the player has perfect memorization capabilities, meaning that she can remember all moves and the corresponding cards and their positions.

We assume that if the player has collected a pair in a move, then her next move is not free. We will later show that both versions of the game always differ by $n - 1$ moves.

4 An Optimal Strategy for Solitaire Memory

When making a move, the player can turn over two cards after another. When turning over the first card in a move, the player can decide to turn over a card that is already known from a previous move or turn over a card that is yet unknown – the same is true for the second card in a move. We define a strategy for Solitaire Memory to be optimal, if it minimizes the number of moves needed. By case distinction we can easily deduce that the following naïve strategy is an optimal strategy:

Lemma 4.1. The following strategy is an optimal strategy for solitaire Memory:

While there are still cards left on the table, do the following in each move:

1. If a matching pair of cards with the same label is known, turn them over and collect the pair.
2. Else turn over an unknown card:
   (a) If a card with the same label is known, turn over that card too and collect the pair.
   (b) Else turn over a second unknown card.

Proof. When a pair of cards is known before a move, then it does not matter if it is collected in the next move or at some later point, since it will always take exactly one move to do so. In a similar fashion, it never makes sense to turn over two cards that are already known and not form a pair, since this will only increase the number of turns by one. We note that in the 2-player variant of Memory, this move is sometimes useful, see [11].

We can assume w.l.o.g. that for all strategies that finish the game, that the $i$-th unknown card that will be turned over is the same (with $1 \leq i \leq 2n$), since the cards were shuffled uniformly at random beforehand. If we do not know two cards with the same label (which we then can immediately collect, see the paragraph above), then we have $0 \leq k \leq n$ known cards with pairwise different labels:

When the player turns over a known card first and then an unknown card, she might as well first turn over the unknown card and then the known card, the outcome is the same after the move is finished. However, if she first turns over the unknown card, then she can also choose to do something different in the second part of the move. If the first turned over card does not match any known cards, then opening an already known card in the second part of the move will not reveal any new information, while opening a second unknown card will reveal one more card – and might possibly even lead to a pair. If the first turned over card has a known match, then one can either collect a pair or open a second new card. We can show that collecting a pair has no better alternative in this case by amortized analysis:

Three different cases can happen for each pair of cards with the same label:

1. Both cards are turned over in one move. Then each card of the pair gets turned over once (two turn-overs in total).
2. Both cards are already known from previous moves and then turned over. Then each card of the pair gets turned over twice (four turn-overs in total).
3. One card of the pair is previously known and the second card of the pair gets turned over in the first turn over of a new move. Then turning over the known partner of the card in this new move will result in one card getting turned over twice and one card getting turned over once – in average each of the two cards gets turned over 1.5–times.

At the end of a game, the number of moves is equivalent to the sum of the number of times each card got turned over divided by two – since in each move, we can turn
over two cards. When the first turned over card in a move has an already known matching partner, then collecting this pair costs three turn-overs.

Might it be more efficient to not make the pair and instead open a second card? In this case, each card from the pair needs to be turned over twice, costing in total four turn-overs for that pair (the most costly case of the three mentioned above). However, now we also know a new card – which could either have a known matching partner or not. If it has a known partner, then another move is needed to collect the pair, costing four turn-overs for this pair – again, the most costly possible case for this pair. Collecting both pairs has therefore a cost of 8 turn-overs in total. If the card has no known partner, then it could be that its partner is discovered in the first move of some step in the future, meaning that collecting this pair could cost only 3 turn-overs (less is not possible) – or combined with the first pair, 7 in total.

However, we will not need more than 4 turn-overs for the second pair (unless we play irrationally). So if we make the first pair in only 3 turn-overs, then we will not need more than 7 turn-overs for both pairs. This means there is no better strategy in this case than always collecting a pair if the first turned over card in a move has an already known matching card. □

5 Deterministic Memory – The Worst Case

In some sense Memory is a game of chance, since the player usually does not know beforehand if she can collect a pair of cards on the table. But she can try to minimize the number of expected moves in total. However, what if we look at the worst case that can happen – how many moves are needed to always finish a game?

Lemma 5.1. No strategy can guarantee to collect all pairs in a solitaire Memory game in less than $2n - 1$ moves.

Proof. We can assume that if no uncollected pairs are known to the player, then she will turn over a new card in the first step of her move. We can also assume that if the first card has no known matching partner, then the player will turn over another unknown card as the second step of her move. Deviating from these rules would not decrease the number of needed moves. In a similar fashion, we can assume that if a pair of cards is known and not collected after a move, that the player will collect them at the end – doing it at an earlier point would incur the same costs of one move per pair.

The cards could be positioned in such a way, that the player will open the cards in the following order:

$$(1, 2), (3, 1), (4, 2), (5, 3), \ldots,$$

$$(n - 2, n - 4), (n - 1, n - 3), (n, n - 2), (n, n - 1).$$

From the first $\{(1, 2)\}$ to the $(n - 1)$th move $\{(n, n - 2)\}$, the first card that is turned over is always an unknown card that has no known matching partner. Therefore, the only viable option is to turn over a second card during that move. From the second to the $(n - 1)$th move, this reveals a card that has a known matching partner from a previous move. Also in the first move, no pair is collected. Therefore, the player needs at least $(n - 1)$ moves where no pair is made. Since collecting the pairs needs $n$ additional moves at the end, each strategy needs at least $(n - 1) + n = 2n - 1$ moves to finish collecting all pairs. □

Lemma 5.2. There exists a strategy that can guarantee to collect all pairs in a solitaire Memory game in at most $2n - 1$ moves.

Proof. We use the following strategy: First the player turns over $(2n - 2)$ cards in $(n - 1)$ moves. Due to the pigeonhole principle, the player now knows the location of at least $(n - 2)$ pairs (or has collected some of them already), since only two cards were not turned over yet. In the worst case, we can now collect these $(n - 2)$ pairs with another $(n - 2)$ moves, needing $(n - 1) + (n - 2) = 2n - 3$ moves in total so far. The player now turns over one of the last two remaining cards. If the players knows the location of the matching partner, she can collect this pair. Else, since only one card was not turned over yet, this last card is the matching partner. Since now only 2 cards are not collected on the table, they must be a pair. Adding these two moves to $2n - 3$ previous moves results in total in $2n - 1$ moves. □

Combining these lemmas gives the following theorem:

Theorem 5.1. For each optimal strategy and for each $n \in \mathbb{N}$, the worst case number of moves needed to finish the solitaire Memory game with $n$ pairs is $2n - 1$.

6 The Expected Number of Moves for Solitaire Memory

Let us consider the optimal strategy for solitaire Memory from Chapter 4. If we know the location of an not yet collected pair, we would collect it in the next turn, but what happens when we do not know the location of a pair?

- Let $n$ be the number of pairs left on the table.
- Let $k$ be the number of known uncollected cards on the table.
Then the following probabilities hold for the first turn over of a move:

- The chance to turn over a known card is $\frac{k}{2n-k}$.
- The chance to turn over an unknown card is $\frac{2n-2k}{2n-k} = \frac{2(n-k)}{2n-k}$.

If we turn over a known card in the first part of a move, we collect a pair, but if we turn over an unknown card, then the following probabilities hold for the second part of a move:

- The chance to turn over a card that matches the first turned over card from this move is $\frac{1}{2n-k-1}$.
- The chance to turn over a card that matches one of the previously already known $k$ cards is $\frac{k}{2n-k-1}$.
- The chance to turn over a card that matches no known cards (neither the first from this move nor the $k$ previously known cards) is $\frac{2n-k-1-k-1}{2(n-k-1)} = \frac{2(n-k-1)}{2n-k-1}$.

Let us consider a small game of Memory with just three pairs for a starting example. The player could get lucky and finish in 3 moves. She could also be unlucky, and require $3 \cdot 2 - 1 = 5$ moves. If we apply the optimal strategy for solitaire Memory from Lemma 4.1, then a game with 6 cards can be modeled as the Markov chain seen in Figure 1. The expected number of needed moves is 13/3 $\approx$ 4.333 for a game starting at (3,0,0). When starting it (2,0,0) it would be 8/3 $\approx$ 2.667 and when starting at (1,0,0) it would be 1 move in expectation.

**Definition 6.1.** Let there be $n$ pairs of cards on the table, where no pair is known. Let $0 \leq k \leq n$ be the number of known cards on the table. By $e_{n,k}$ we denote the number of expected moves for the solitaire Memory game using an optimal strategy. Furthermore, for $k < 0$ or $k > n$, we define $e_{n,k} = 0$.

For each move there are four possibilities when using the optimal strategy from Lemma 4.1:

1. A known card is turned over and the corresponding pair is collected. This decreases $n$ by 1 and $k$ by 1.

2. An unknown card is turned over, but then the next card matches this card – which means that this pair is collected. This decreases $n$ by 1 and does not change $k$.

3. An unknown card is turned over, but then the next card matches one of the previously known $k$ cards. This requires one extra move to collect the new pair. After this, $n$ is decreased by 1 and $k$ does not change.

4. An unknown card is turned over and the next card does not match any known card. This does not change $n$ and increases $k$ by 2.

Figure 1: The triple in each node represents the number of pairs on the table, the number of known cards, the number of known uncollected pairs. The numbers on the edges represent the probability of the next move moving the game to the node at the end of the edge. The game starts at the top left node (3,0,0) and ends when all pairs are collected in the bottom left corner at the node (0,0,0).

Therefore, we have the following Lemma:

**Lemma 6.1.** The recurrence relation for the expected number of moves $e_{n,k}$ for solitaire Memory with an optimal strategy for $n \geq k \geq 0$ with $e_{0,0} = 0$ is given by:

$$
e_{n,k} = \frac{k}{2n-k} (1 + e_{n-1,k-1}) + \frac{2(n-k)}{2n-k-1} \left( \frac{1}{2n-k-1} (1 + e_{n-1,k}) \right) + \frac{k}{2n-k-1} (2 + e_{n-1,k}) + \frac{2(n-k-1)}{2n-k-1} (1 + e_{n,k+2}) \tag{6.1}$$
In the following table, we list some values for $e_{n,k}$ for games with small $n$. If a position is not possible using our optimal strategy, then we list a 0 as an entry.

<table>
<thead>
<tr>
<th>$n$</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Each time a new card is turned over at the beginning of a new move, there is a chance of $\frac{k}{2n-k}$ for a 1.5–pair and a chance of $\frac{2(n-k)}{2n-k} \cdot \frac{k}{2n-k-1}$ for a 2.0–pair to appear. However, for $n \geq k \geq 0$ it holds that the chance for a 1.5–pair is at least as high as the chance for a 2.0–pair, since

$$
\left( \frac{k}{2n-k} \right) - \left( \frac{2(n-k)}{2n-k} \cdot \frac{k}{2n-k-1} \right) = \frac{(k-1)k}{(k-2n)(k-2n+1)} \cdot \frac{2(k^2-k)}{(2n-k)(2n-k-1)} \geq 0.
$$

This means that in total, the number of expected 1.5–pairs is at least as large as the number of expected 2.0–pairs. Since the number of expected 1.0–pairs is strictly larger than zero, the expected number of turn-overs per card is less than $(2 + 1.5)/2 = 1.75$. □

### 6.2 A Lower Bound for $e_{n,0}$

**Theorem 6.2.** Using an optimal strategy, for the expected number of moves $e_{n,0}$ for the solitaire Memory game with $n > 0$ pairs the following lower bound holds:

$$
e_{n,0} \geq 1.5 \cdot n - 1.
$$

A straightforward (but not very surprising) lower bound for the number of moves for the solitaire Memory game is $1 \cdot n$, since every pair is either a 1.0–pair or 1.5–pair or a 2.0–pair. However, the total expected number of 1.0–pairs can be bounded as follows:

**Lemma 6.2.** For a solitaire Memory game with $n$ pairs, the expected number of collected 1.0–pairs is at most 1.

With Lemma 6.2 we can now prove Theorem 6.2:

**Proof.** (Theorem 6.2)

Using the optimal strategy from Lemma 4.1, every collected pair is either a 1.0–, a 1.5–, or a 2.0–pair. With Lemma 6.2, the expected number of 1.0–pairs per game is at most 1. This results in the claimed lower bound of $1.5 \cdot n - 1$. □

**Proof. (Lemma 6.2)**

We can assume w.l.o.g. that each of the $2n$ cards is placed at a position $i$ from $i = 1$ to $i = 2n$ and that for a 1.0–pair to be collected, both cards of the 1.0–pair must have adjacent positions $i$ and $i + 1$, with $1 \leq i \leq 2n - 1$. Different strategies may employ different turn-over strategies, but since the cards are shuffled and placed uniformly at random, the assumption holds w.l.o.g. Adjacent positions are a necessary condition, but not a sufficient one, since both cards could be turned over in different moves. Nonetheless, we can use it for an upper bound on the number of 1.0–pairs.

The chance for the card at position $i$ to be a matching card with the same label to the one at position
The values of the bounds for a specific idea of the proofs is visualized in Figure 2: To prove
We will prove Theorem 6.3 and 6.4 by induction. The

1.0–pairs, with \( \sum_{i=1}^{2n-1} \frac{1}{2n-1} = 1. \)

6.3 General Upper and Lower Bounds for \( e_{n,k} \)
In the previous subsections we considered the solitaire Memory game with \( k = 0 \) known cards, i.e., we focussed our investigations on the beginning of a new game. For a more specific understanding of the game process, we now consider the following question: How many moves are needed in expectation if we have already played some moves, have \( n \) pairs left on the table and so far only
know the position of \( k \) cards with different labels? The following Theorems 6.3 and 6.4 give upper and lower bounds on the expected number \( e_{n,k} \) of moves with an optimal strategy for \( 0 \leq k \leq n \):

**Theorem 6.3.** Using an optimal strategy, for the expected number of moves \( e_{n,k} \) for the solitaire Memory game with \( n > 0 \) pairs the following upper bound holds for \( n \geq k \geq 0 \):

\[
e_{n,k} \leq 2n - k .
\]

**Theorem 6.4.** Using an optimal strategy, for the expected number of moves \( e_{n,k} \) for the solitaire Memory game with \( n > 0 \) pairs the following lower bound holds for \( n \geq k \geq 0 \):

\[
e_{n,k} \geq 1.5n - 0.5k - 1 .
\]

We will prove Theorem 6.3 and 6.4 by induction. The idea of the proofs is visualized in Figure 2: To prove the bounds for a specific \( e_{n,k} \) by induction, we need the values of \( e_{n-1,k-1} \), \( e_{n-1,k} \) and \( e_{n,k+2} \) (cf. (6.1)).

Bascially, we work our way “up” line by line starting at \( n = 0 \), then for \( n = 1 \), and so on. Considering a new line, we work our way from “right” to “left”. While we can assume that the induction hypothesis holds for all smaller \( n \) (i.e., the lines below), we need starting values for \( e_{n,n-1} \) and \( e_{n,n} \) (i.e., when “starting” a new line):

**Lemma 6.3.** Using an optimal strategy, the expected number of moves \( e_{n,n} \) for the solitaire Memory game is exactly:

\[
e_{n,n} = n .
\]

**Lemma 6.4.** Using an optimal strategy, the expected number of moves \( e_{n,n-1} \) for the solitaire Memory game is exactly:

\[
e_{n,n-1} = n + \frac{n-1}{n+1} .
\]

**Proof. (Lemma 6.3)**
We start with the proof of Lemma 6.3, which will be needed for the proof of Lemma 6.4:

\[
e_{n,n} = \sum_{i=1}^{n} \sum_{j=1}^{n} \frac{1}{2n-1} = \sum_{i=1}^{n} \sum_{j=1}^{2i-1} \frac{1}{2n-1} = \sum_{i=1}^{n} \frac{1}{2n-1} (2i-1) = \frac{n}{2n-1} (1 + e_{n-1,n-1})
\]

\[
= \sum_{i=1}^{n-1} \sum_{j=1}^{2i} \frac{1}{2n-1} = \sum_{i=1}^{n-1} \sum_{j=1}^{2i-1} \frac{1}{2n-1} = \sum_{i=1}^{n-1} \frac{1}{2n-1} (2i-1) = \frac{n}{2n-1} (1 + e_{n-1,n})
\]

\[
= \sum_{i=1}^{n-2} \sum_{j=1}^{2i} \frac{1}{2n-1} = \sum_{i=1}^{n-2} \sum_{j=1}^{2i-1} \frac{1}{2n-1} = \sum_{i=1}^{n-2} \frac{1}{2n-1} (2i-1) = \frac{n}{2n-1} (1 + e_{n-n+2})
\]

\[
e_{n,n} = \frac{n}{2n-1} (1 + e_{n-1,n-1})
\]

\[
= 1 + e_{n-1,n-1} = n .
\]

**Proof. (Lemma 6.4)**
We prove Lemma 6.4 in two steps. First we use the definition of \( e_{n,k} \) from (6.1) and \( e_{n,n} = n \) from Lemma
6.3 to prove the following Equation 6.9, which will then be used to complete the proof of Lemma 6.4 by induction:

\[
(6.9) \quad e_{n,n-1} = \frac{n-1}{n+1} (1 + e_{n-1,n-2}) + \frac{2}{n+1} \left( \frac{1}{n} (1 + e_{n-1,n-1}) + \frac{n-1}{n} (2 + e_{n-1,n-1}) + \frac{2}{n+1} \left( \frac{1}{n} (1 + (n-1)) + \frac{n-1}{n} (2 + (n-1)) \right) \right)
\]

We can now prove \( e_{n,n-1} = n + \frac{n-1}{n+1} \) by induction using \( e_{1,0} = 1 \) as the base case and Equation (6.9). Let us now assume that the induction hypothesis of \( e_{\mu,\mu-1} = \mu + \frac{\mu-1}{\mu+1} \) holds for all \( \mu \) with \( 1 \leq \mu \leq n \):

\[
(6.10) \quad e_{n+1,n} = \frac{n}{n+2} e_{n,n-1} + 3 - \frac{2}{n+1}
\]

For fixed \( 0 \leq k \leq n \) let us now assume that \( e_{\nu,\mu} \leq 2\nu - \mu \) holds

- for all \( \nu < n \) and \( 0 \leq \mu \leq \nu \)
- as well as for \( \nu = n \) for all \( \mu \geq k + 1 \)

Then we can bound \( e_{n,k} \) from above:

\[
(6.11) \quad e_{n,k} = \frac{k}{2n-k} (1 + e_{n-1,k-1}) + \frac{2(n-k)}{2n-k} \left( \frac{1}{2n-k-1} (1 + e_{n-1,k}) + \frac{k}{2n-k-1} (2 + e_{n-1,k}) + \frac{2(n-k)}{2n-k-1} (1 + e_{n,k-1}) \right) \leq \frac{k}{2n-k} (2n-k) + \frac{2(n-k)}{2n-k} \left( \frac{1}{2n-k-1} (1 + 2n-2-k) + k(2 + 2n-2-k) + 2(n-k-1)(1 + 2n-k-2) \right)
\]

We can now prove the Theorems 6.3 and 6.4:

**Proof. (Theorem 6.3)**

We use induction for the proof: Theorem 6.3 holds for \( k = n \) with \( e_{n,n} = n \leq 2n - n = n \) (Lemma 6.3) and for \( k = n - 1 \) with \( e_{n,n-1} = n + \frac{n-1}{n+1} \leq 2n - (n+1) = n + 1 \) (Lemma 6.4).

- for all \( \nu < n \) and \( 0 \leq \mu \leq \nu \)
- as well as for \( \nu = n \) for all \( \mu \geq k + 1 \)

Then we can bound \( e_{n,k} \) from below:
\[(6.12)\]

e_{n,k} \geq k \frac{3}{2} \left( \frac{1}{2} n - \frac{1}{2} (k - 1) - 1 \right) + \frac{2(n-k)}{2n-k} \frac{1}{2n-k-1} \left(2k+1\right) + (k+1) \left( \frac{3}{2} n - \frac{3}{2} k - 1 \right) + 2(n-k-1) \left( \frac{3}{2} n - \frac{1}{2} (k-2) - 1 \right)

\[= \frac{k}{2n-k} \left( \frac{3}{2} n - \frac{1}{2} k - 1 \right) + \frac{2(n-k)}{2n-k} \frac{1}{2n-k-1} \left(2n-k-1\right) + (k+1) \left( \frac{3}{2} n - \frac{3}{2} k - 1 \right) + 2(n-k-1) \left( \frac{3}{2} n - \frac{1}{2} k - 1 \right)

\[= \left( \frac{3}{2} n - \frac{1}{2} k - 1 \right) + n-k \frac{1}{2n-k} \frac{1}{2n-k-1} (k-1) \]

With (6.13) we can now see that

\[(6.14)\]

e_{n,k} \geq \frac{3}{2} n - \frac{1}{2} k - 1

holds for \(1 \leq k \leq n\). The remaining case \(k = 0\) holds due to Theorem 6.2, which completes the proof by induction.

7 Numerical Data and Conjectures

The exact rational values for the expected number of moves \(e_{n,0}\) for the solitaire Memory game can be calculated using the recurrence relation (6.1). The values from \(e_{1,0}\) to \(e_{5000,0}\) are plotted in Figure 3, while the average number of moves per pair \(e_{n,0}/n\) can be seen in Figure 4. For solitaire Memory games in the tournament version (with 32 or 31) pairs, the expected number of needed moves with an optimal strategy are

\[(7.1)\]

\[e_{32,0} = \frac{7321297970639878154280386}{14320093079508511084225} \approx 51.1260 \approx 1.5977 \cdot 32 \]

\[e_{31,0} = \frac{91463679580298588320578251}{18472920064106597929865025} \approx 49.5123 \approx 1.5972 \cdot 31 \]

Figure 3: Expected number of moves \(e_{n,0}\) for the solitaire Memory game with an optimal strategy. The value for \(e_{5000,0}\) is \(\approx 8068.01689\).

Figure 4: Expected number of moves for the solitaire Memory game with an optimal strategy – divided by \(n\), i.e., \(e_{n,0}/n\). The value for \(e_{5000,0}/5000\) is \(\approx 1.613603\).

Observation 1. For \(1 \leq n \leq 5000\), the expected average number of needed moves per pair, i.e., \(e_{n,0}/n\), is strictly monotonically increasing.

Conjecture 1. The expected average number of needed moves per pair to finish the solitaire Memory game, i.e., \(e_{n,0}/n\), is strictly monotonically increasing.

7.1 The Competitive Ratio of the Solitaire Memory Game

If one considers the solitaire Memory game as an online problem (cf. [1]), then the optimal strategy from Lemma 4.1 competes against a fictional optimal offline player that already knows the labels of
Lemma 4.1 achieve? With Theorem 6.1 it is at most what competitive ratio can the optimal strategy from the solitaire Memory game when the number of pairs is increased by one, i.e., $e_{n,0} - e_{n-1,0}$, is strictly monotonically decreasing. The first three values are $e_{3,0} - e_{2,0} = e_{2,0} - e_{1,0} = 5/3$ and $e_{1,0} - e_{0,0} = 1$. For $4 \leq n \leq 12$ the function $e_{n,0} - e_{n-1,0}$ has the following values (rounded to six places), which decrease and increase alternately: 1.59048, 1.62857, 1.61010, 1.61676, 1.61374, 1.61458, 1.61408, 1.61413, 1.61401.

Conjecture 2. For $n \geq 12$ the expected number of additional moves for the solitaire Memory game when the number of pairs is increased by one, i.e., $e_{n,0} - e_{n-1,0}$, is strictly monotonically decreasing.

If Conjecture 1 and 2 hold, then $e_{n,0}/n$ must converge towards a constant $C$ for $n \to \infty$. In particular, the validity of both conjectures would imply sharper upper and lower bounds for the competitive ratio $C$ by calculating just one single pair of values $e_{n-1,0}$ and $e_{n,0}$ (cf. Figure 7). Using this idea and with the help of our calculations for $e_{4999,0}$ and $e_{5000,0}$ the following conjecture would be proven:

Conjecture 3. The competitive ratio of an optimal strategy for the solitaire Memory game is between $1.613603$ and $1.613706$.

For a comparison with our results obtained in Section 6, note the validity of the following corollary:

Corollary 7.1. For $n > 200$ it holds that

$$e_{n,0} = 1.625 \cdot (1 + \epsilon)$$

with $|\epsilon| < 0.08$.

Observation 2. For $12 \leq n \leq 5000$, the expected number of additional moves for the solitaire Memory game when the number of pairs is increased by one, i.e., $e_{n,0} - e_{n-1,0}$, is strictly monotonically decreasing. The value for $e_{5000,0} - e_{4999,0}$ is $\approx 1.613926$. We note that the function $e_{n,0}/(n-1)$ is strictly monotonically decreasing for $2 \leq n \leq 5000$.

The cards beforehand. With all information available, a pair can be collected in each move by the offline player, requiring $1 \cdot n$ moves in total.

Definition 7.1. A strategy $S$ has a competitive ratio of $c = e_{n,0}/(n-1)$ for the solitaire Memory game with $n$ pairs, if $S$ finishes the solitaire Memory with at most $c \cdot n$ expected moves for all $n \in \mathbb{N}$.

What competitive ratio can the optimal strategy from Lemma 4.1 achieve? With Theorem 6.1 it is at most $\frac{1.75 \cdot n}{1-n} = 1.75$. With $e_{5000,0}/5000 \approx 1.61360$ and Conjecture 1, one could believe 1.75 might an asymptotic upper bound. However, the data from Figure 6 leads to another Conjecture:

Figure 5: The upper black graph represents $e_{n,0}/(n-1)$, the lower blue one $e_{n,0}/n$. The value of $e_{5000,0}/(5000-1)$ is $\approx 1.613926$. We note that the function $e_{n,0}/(n-1)$ is strictly monotonically decreasing for $2 \leq n \leq 5000$.

Figure 6: Expected number of additional moves for the solitaire Memory game when the number of pairs is increased by one, i.e., $e_{n,0} - e_{n-1,0}$. The value for $e_{5000,0} - e_{4999,0}$ is $\approx 1.613706$.

Figure 7: The graphs from Figure 4 and Figure 6 in one image. The upper black graph represents $e_{n,0} - e_{n-1,0}$, the lower blue one $e_{n,0}/n$.

Using an analog reasoning, we can come to similar conjectures for the expected number of 1.5– and 2.0– pairs and for moves where two cards with different and...
yet not known labels are turned over. Due to space constraints, we give the details in the appendix:

**Conjecture 4.** The expected number of 1.5–pairs for the solitaire Memory game using the optimal strategy from Lemma 4.1 for \( n \to \infty \) is between 0.77251598 \( \cdot n \) and 0.77258872 \( \cdot n \).

**Conjecture 5.** The expected number of 2.0–pairs multiplied by two for the solitaire Memory game using the optimal strategy from Lemma 4.1 for \( n \to \infty \) is between 0.45469078 \( \cdot n \) and 0.45482256 \( \cdot n \).

**Conjecture 6.** The expected number of moves where two cards with different and yet not known labels are turned over for the solitaire Memory game using the optimal strategy from Lemma 4.1 for \( n \to \infty \) is between 0.38625799 \( \cdot n \) and 0.38629436 \( \cdot n \).

However, if we consider games in progress where quite a few cards are known, e.g., \( e_{n,n-k} \) with \( k \in \mathcal{O}(\sqrt{n}) \), the further expected number of needed moves per pair approaches one! The combination of Theorem 6.3 and Theorem 6.4 yields the following corollary:

**Corollary 7.2.** Let \( k = k(n) \in \mathcal{O}(n) \). Then

\[
\lim_{n \to \infty} \frac{e_{n,n-k}}{n} = 1 .
\]  

(7.4)

Judging from numerical data (cf. Figure 7.1), we also conjecture that the following holds for **fixed** \( k \):

\[
\lim_{n \to \infty} (-n + e_{n,n-k}) = k .
\]

(7.5)

We note that for \( k = 0 \) and \( k = 1 \), the Conjecture (7.5) is true (see Lemma 6.3 and 6.4).

### 8 Variations of the Model

What happens if the next move is free each time after we collect a pair? In total, the player then gets \( n \) moves for free (one for each collected pair) – however the last one does not help her, because then all cards are collected already. Therefore this lowers the number of moves in the expected case by \( n - 1 \) (and also in the deterministic case). The modified recurrence relation \( e^f_{n,k} \) can be defined by

\[
e^f_{n,k} = \frac{k}{2n-k} \left( 0 + e^f_{n-1,k-1} \right) + \frac{2(n-k)}{2n-k} \left( \frac{1}{2n-k-1} \left( 0 + e^f_{n-1,k} \right) + \frac{k}{2n-k-1} \left( 1 + e^f_{n-1,k} \right) + \frac{2(n-k)}{2n-k-1} \left( 1 + e^f_{n,k+2} \right) \right)
\]

with \( e^f_{0,0} = 0 \) and \( e^f_{1,0} = 1 = e^f_{1,1} \) (all costs of 1–pairs, 1.5–pairs and 2–pairs get reduced by 1 – except for the last collected pair). For the tournament versions of Memory the expected number of moves in this model are thus (cf. (7.1) and (7.2)):

\[
e^f_{32,0} \approx 20.1260 ,
\]

(8.2)

\[
e^f_{31,0} \approx 19.5123 .
\]

(8.3)

The recurrence relation 8.1 also describes the expected number of moves plus one with the strategy from Lemma 4.1 where no pair is collected. This gives another way to describe the value of \( e_{n,0} \):

\[
e_{n,0} = e^f_{n,0} + (n - 1) .
\]

(8.4)

### 8.1 Making the Game Easier

Many moves in the Memory game are required because a pair can only be collected if both cards of the pair are turned over in the same move, but not if they are turned over one after another in succinct moves. If this requirement would be dropped, then a pair could be collected if both cards are turned over in succinct turn overs. How many moves does the game now require? This change of the rules would eliminate all 2.0-pairs, leaving only 1.0–pairs (2 turn overs) and 1.5–pairs (3 turn overs). Since the number of 1.0–pairs is bounded from above by 1 even under this rule-change (cf. the proof of Lemma 6.2), the expected number \( e^{easy}_{n,0} \) of moves for a new solitaire Memory game with \( n \) pairs under this change of rules can be bounded by:

\[
1.5 \cdot n - 1 \leq e^{easy}_{n,0} \leq 1.5 \cdot n .
\]

(8.5)
References


9 Appendix: Additional Numerical Data

In this section we discuss further numerical data and conjectures for the optimal strategy from Lemma 4.1. One subsection each is dedicated to the expected number of 1.0-, 1.5-, and 2.0-pairs and other moves (i.e., where two cards with yet unknown labels are turned over), followed by a number of tables for small \( n \) and graphs for large \( n \).

9.1 Expected Number of 1.0–Pairs

The expected number of 1.0–pairs for the solitaire Memory game using the optimal strategy from Lemma 4.1 is at most 1, see Lemma 6.2. The exact values \( e_{n,0}^{1.0} \) can be calculated using the following recurrence relation with \( e_{0,0}^{1.0} = 0 \):

\[
e_{n,k}^{1.0} = \frac{k}{2n-k} \left( 1 + e_{n-1,k-1}^{1.0} \right) + \frac{2(n-k)}{2n-k} \left( \frac{1}{2n-k-1} \left( 0 + e_{n-1,k}^{1.0} \right) \right) + \frac{k}{2n-k-1} \left( 0 + e_{n-1,k+1}^{1.0} \right)
\]

The values for small \( n \) are listed in Table 3, while a graph for \( n \) up to 5000 can be seen in Figure 9.

Observation 3. The expected number of 1.0–pairs for the solitaire Memory game using the optimal strategy from Lemma 4.1 is strictly monotonically decreasing for \( 5 \leq n \leq 5000 \).

9.2 Expected Number of 1.5–Pairs

The expected number of 1.5–pairs for the solitaire Memory game using the optimal strategy from Lemma 4.1 is at least as large as the expected number of 2.0–pairs, see the proof of Theorem 6.1. The exact values \( e_{n,0}^{1.5} \) can be calculated using the following recurrence relation with \( e_{0,0}^{1.5} = 0 \):

\[
e_{n,k}^{1.5} = \frac{k}{2n-k} \left( 1 + e_{n-1,k-1}^{1.5} \right) + \frac{2(n-k)}{2n-k} \left( \frac{1}{2n-k-1} \left( 0 + e_{n-1,k}^{1.5} \right) \right) + \frac{k}{2n-k-1} \left( 0 + e_{n-1,k+1}^{1.5} \right)
\]

The values for small \( n \) are listed in Table 4, while a graph for \( n \) up to 5000 can be seen in Figure 11.

Observation 4. The expected number of 1.5–pairs for the solitaire Memory game using the optimal strategy from Lemma 4.1 divided by \( n \), i.e., \( e_{n,0}^{1.5}/n \), is strictly monotonically increasing for \( 2 \leq n \leq 5000 \).

Observation 5. For \( 12 \leq n \leq 5000 \), the expected number of additional 1.5–pairs for the solitaire Memory game when the number of pairs is increased by one, i.e., \( e_{n,0}^{1.5} - e_{n-1,0}^{1.5} \), is strictly monotonically decreasing. The first three values are \( e_{3,0}^{1.5} - e_{2,0}^{1.5} = 8/15 \), \( e_{2,0}^{1.5} - e_{1,0}^{1.5} = 4/3 \), and \( e_{1,0}^{1.5} - e_{0,0}^{1.5} = 0 \). For \( 4 \leq n \leq 12 \) the function \( e_{n,0}^{1.5} - e_{n-1,0}^{1.5} \) has the following values (rounded to six places), which decrease and increase alternately:

\[
0.87619, 0.73651, 0.78846, 0.76848, 0.77531, 0.77257, 0.77335, 0.77293, 0.77298.
\]

Using an analog reasoning as for Conjecture 3 leads us to believe that:

Conjecture 4. The expected number of 1.5–pairs for the solitaire Memory game using the optimal strategy from Lemma 4.1 divided by \( n \) and \( 0.77258872 \cdot n \) ·

9.3 Expected Number of 2.0–Pairs

The 2.0–pairs are essentially the type of pairs that make the solitaire Memory game “expensive” in terms of the number of moves needed. In the 2-player variant, turning over a card with an already known label at the end of the move (which is different from the first turn over) is the worst that can happen, because then the opponent can immediately collect a pair. Their expected amount multiplied by two using the optimal strategy from Lemma 4.1 can be calculated using the following recurrence relation with \( e_{0,0}^{2.0} = 0 \):

\[
e_{n,k}^{2.0} = \frac{k}{2n-k} \left( 1 + e_{n-1,k-1}^{2.0} \right) + \frac{2(n-k)}{2n-k} \left( \frac{1}{2n-k-1} \left( 0 + e_{n-1,k}^{2.0} \right) \right) + \frac{k}{2n-k-1} \left( 2 + e_{n-1,k+1}^{2.0} \right)
\]

The values for small \( n \) are listed in Table 5, while a graph for \( n \) up to 5000 can be seen in Figure 15.

Observation 6. The expected number of 2.0–pairs multiplied by two for the solitaire Memory game using the optimal strategy from Lemma 4.1 divided by \( n \), i.e., \( e_{n,0}^{2.0}/n \), is strictly monotonically increasing for \( 2 \leq n \leq 5000 \).
Observation 7. For $2 \leq n \leq 5000$, the expected number of additional 2.0–pairs multiplied by two for the solitaire Memory game when the number of pairs is increased by one, i.e., $e_{n,0}^2 - e_{n-1,0}^2$, is strictly monotonically decreasing. The first two values are $e_{1,0}^2 - e_{2,0}^2 = 0$ and $e_{2,0}^2 - e_{1,0}^2 = 0$.

Using an analog reasoning as for Conjecture 3 leads us to believe that:

Conjecture 5. The expected number of 2.0–pairs multiplied by two for the solitaire Memory game using the optimal strategy from Lemma 4.1 for $n \rightarrow \infty$ is between 20.45469078 $\cdot n$ and 20.45482256 $\cdot n$.

9.4 Expected Number of Other Moves

So far, we only looked at the moves generating 1.0–, 1.5–, and 2.0–pairs. One thing these three types have in common, is that a new matching pair of cards was found and collected. We now look at moves where two cards with different and not yet seen labels have been turned over. For the sake of simplicity, we call them “other” moves and denote their expected amount using the function $e_{n,0}^\text{other}$. Their expected amount using the optimal strategy from Lemma 4.1 can be calculated using the following recurrence relation with $e_{0,0}^\text{other} = 0$:

$$e_{n,k}^\text{other} = \begin{cases} \frac{k}{2n-k} (0 + e_{n-1,k}^\text{other}) \\ + \frac{2(n-k)}{2n-k} \left( 0 + e_{n-k-1,k}^\text{other} \right) \\ + \frac{k}{2n-k} \left( 0 + e_{n-k-1,k}^\text{other} \right) \\ + \frac{2(n-k-1)}{2n-k-1} \left( 1 + e_{n-k-2,k}^\text{other} \right) \end{cases}$$

The values for small $n$ are listed in Table 6, while a graph for $n$ up to 5000 can be seen in Figure 19. This gives us one more way to calculate $e_{n,0}$:

$$e_{n,0} = e_{n,0}^1 + e_{n,0}^1 + e_{n,0}^2 + e_{n,0}^\text{other}$$

Another possibility would be to use the fact that

$$n = e_{n,0}^1 + e_{n,0}^1 + \frac{1}{2} e_{n,0}^2$$

since every pair is either a 1.0–, a 1.5–, or a 2.0–pair, which leads to the following equation:

$$\frac{1}{2} e_{n,0}^2 + e_{n,0}^\text{other} = e_{n,0} - n$$

Observation 8. The expected number of other moves for the solitaire Memory game using the optimal strategy from Lemma 4.1 divided by $n$, i.e., $e_{n,0}^\text{other} / n$, is strictly monotonically increasing for $2 \leq n \leq 5000$.

Observation 9. For $12 \leq n \leq 5000$, the expected number of additional other moves for the solitaire Memory game when the number of pairs is increased by one, i.e., $e_{n,0}^\text{other} - e_{n-1,0}^\text{other}$, is strictly monotonically decreasing. The first two values are $e_{1,0}^\text{other} - e_{0,0}^\text{other} = 0$ and $e_{2,0}^\text{other} - e_{1,0}^\text{other} = \frac{2}{3}$. For $3 \leq n \leq 12$ the function $e_{n,0}^\text{other} - e_{n-1,0}^\text{other}$ has the following values (rounded to six places), which decrease and increase alternately: 0.26667, 0.43810, 0.36825, 0.39423, 0.38424, 0.38766, 0.38629, 0.38686, 0.38647, 0.38649.

Using an analog reasoning as for Conjecture 3 leads us to believe that:

Conjecture 6. The expected number of other moves for the solitaire Memory game using the optimal strategy from Lemma 4.1 for $n \rightarrow \infty$ is between 0.38625799 $\cdot n$ and 0.38629436 $\cdot n$.

9.5 List of Tables and Graphs

<table>
<thead>
<tr>
<th>$n$</th>
<th>exact value</th>
<th>approx. value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>4/3</td>
<td>1.3333333</td>
</tr>
<tr>
<td>3</td>
<td>13/9</td>
<td>1.4444444</td>
</tr>
<tr>
<td>4</td>
<td>311/210</td>
<td>1.4809523</td>
</tr>
<tr>
<td>5</td>
<td>793/525</td>
<td>1.51047619</td>
</tr>
<tr>
<td>6</td>
<td>15874/10395</td>
<td>1.52708033</td>
</tr>
<tr>
<td>7</td>
<td>44141/28665</td>
<td>1.55989185</td>
</tr>
<tr>
<td>8</td>
<td>279121/180180</td>
<td>1.54912310</td>
</tr>
<tr>
<td>9</td>
<td>2145301/1378377</td>
<td>1.55639640</td>
</tr>
<tr>
<td>10</td>
<td>113643872/72747675</td>
<td>1.56216500</td>
</tr>
<tr>
<td>11</td>
<td>27863617/17782765</td>
<td>1.56888889</td>
</tr>
<tr>
<td>12</td>
<td>135394040/200783580</td>
<td>1.57015888</td>
</tr>
<tr>
<td>13</td>
<td>4891415443/3107364975</td>
<td>1.57413612</td>
</tr>
<tr>
<td>14</td>
<td>803059778/509233725</td>
<td>1.57969778</td>
</tr>
<tr>
<td>15</td>
<td>3448742150057/2183521465125</td>
<td>1.59794040</td>
</tr>
<tr>
<td>16</td>
<td>57006904850717/36100888223400</td>
<td>1.58159280</td>
</tr>
<tr>
<td>17</td>
<td>4049217334027/25571462491575</td>
<td>1.58349071</td>
</tr>
<tr>
<td>18</td>
<td>64379576011276/40613499251325</td>
<td>1.58517678</td>
</tr>
<tr>
<td>19</td>
<td>5033543598555223/3172365552631275</td>
<td>1.58684612</td>
</tr>
<tr>
<td>20</td>
<td>883832754109573/556555360110750</td>
<td>1.58804104</td>
</tr>
</tbody>
</table>

Table 1: Expected number of moves divided by $n$ (i.e., $e_{n,0}^1/n = (e_{n,0}^1 + e_{n,0}^1 + e_{n,0}^2 + e_{n,0}^\text{other})/n = (e_{n,0}^f + (n-1)/n)$ for the solitaire Memory game with $1 \leq n \leq 20$ using the optimal strategy from Lemma 4.1.
Table 2: Expected number of moves (i.e., $e_{n,0} = e_{n,0}^1 + e_{n,0}^{1.5} + e_{n,0}^{2.0} + e_{n,0}^{other} = e_{n,0}^f + (n - 1))$ for the solitaire Memory game with $1 \leq n \leq 50$ using the optimal strategy from Lemma 4.1.
Table 3: Expected number of 1.5–pairs (i.e., $e_{n,0}^{1.5}$) for the solitaire Memory game with $1 \leq n \leq 20$ using the optimal strategy from Lemma 4.1.

<table>
<thead>
<tr>
<th>n</th>
<th>exact value</th>
<th>approx. value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>2/3</td>
<td>0.6666666667</td>
</tr>
<tr>
<td>3</td>
<td>11/15</td>
<td>0.7333333333</td>
</tr>
<tr>
<td>4</td>
<td>74/105</td>
<td>0.704719048</td>
</tr>
<tr>
<td>5</td>
<td>223/315</td>
<td>0.709365079</td>
</tr>
<tr>
<td>6</td>
<td>2438/3465</td>
<td>0.7030675036</td>
</tr>
<tr>
<td>7</td>
<td>31649/45045</td>
<td>0.7026985026</td>
</tr>
<tr>
<td>8</td>
<td>31586/45045</td>
<td>0.7021099012</td>
</tr>
<tr>
<td>9</td>
<td>536297/765765</td>
<td>0.7003414886</td>
</tr>
<tr>
<td>10</td>
<td>1017861/14549535</td>
<td>0.6995837324</td>
</tr>
<tr>
<td>11</td>
<td>10169963/14549535</td>
<td>0.6988868680</td>
</tr>
<tr>
<td>12</td>
<td>233741674/334639305</td>
<td>0.698484038</td>
</tr>
<tr>
<td>13</td>
<td>61474019/8062975</td>
<td>0.6980688422</td>
</tr>
<tr>
<td>14</td>
<td>3502216282/5019589575</td>
<td>0.697096891</td>
</tr>
<tr>
<td>15</td>
<td>101519128079/145568097675</td>
<td>0.6969955656</td>
</tr>
<tr>
<td>16</td>
<td>165572169206/237505843575</td>
<td>0.696782831</td>
</tr>
<tr>
<td>17</td>
<td>314479749690/4512611027925</td>
<td>0.6965904968</td>
</tr>
<tr>
<td>18</td>
<td>62876329766/902522205585</td>
<td>0.696790688</td>
</tr>
<tr>
<td>19</td>
<td>3751310992403/5386019613975</td>
<td>0.6964902398</td>
</tr>
<tr>
<td>20</td>
<td>16608897635558/23852372576175</td>
<td>0.6963205686</td>
</tr>
</tbody>
</table>

Table 4: Expected number of 1.5–pairs (i.e., $e_{n,0}^{1.5}$) for the solitaire Memory game with $1 \leq n \leq 20$ using the optimal strategy from Lemma 4.1.

<table>
<thead>
<tr>
<th>n</th>
<th>exact value</th>
<th>approx. value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>2/3</td>
<td>0.6666666667</td>
</tr>
<tr>
<td>3</td>
<td>11/15</td>
<td>0.7333333333</td>
</tr>
<tr>
<td>4</td>
<td>74/105</td>
<td>0.704719048</td>
</tr>
<tr>
<td>5</td>
<td>223/315</td>
<td>0.709365079</td>
</tr>
<tr>
<td>6</td>
<td>2438/3465</td>
<td>0.7030675036</td>
</tr>
<tr>
<td>7</td>
<td>31649/45045</td>
<td>0.7026985026</td>
</tr>
<tr>
<td>8</td>
<td>31586/45045</td>
<td>0.7021099012</td>
</tr>
<tr>
<td>9</td>
<td>536297/765765</td>
<td>0.7003414886</td>
</tr>
<tr>
<td>10</td>
<td>1017861/14549535</td>
<td>0.6995837324</td>
</tr>
<tr>
<td>11</td>
<td>10169963/14549535</td>
<td>0.6988868680</td>
</tr>
<tr>
<td>12</td>
<td>233741674/334639305</td>
<td>0.698484038</td>
</tr>
<tr>
<td>13</td>
<td>61474019/8062975</td>
<td>0.6980688422</td>
</tr>
<tr>
<td>14</td>
<td>3502216282/5019589575</td>
<td>0.697096891</td>
</tr>
<tr>
<td>15</td>
<td>101519128079/145568097675</td>
<td>0.6969955656</td>
</tr>
<tr>
<td>16</td>
<td>165572169206/237505843575</td>
<td>0.696782831</td>
</tr>
<tr>
<td>17</td>
<td>314479749690/4512611027925</td>
<td>0.6965904968</td>
</tr>
<tr>
<td>18</td>
<td>62876329766/902522205585</td>
<td>0.696790688</td>
</tr>
<tr>
<td>19</td>
<td>3751310992403/5386019613975</td>
<td>0.6964902398</td>
</tr>
<tr>
<td>20</td>
<td>16608897635558/23852372576175</td>
<td>0.6963205686</td>
</tr>
</tbody>
</table>

Table 5: Expected number of 2.0–pairs multiplied by two (i.e., $e_{n,0}^{2.0}$) for the solitaire Memory game with $1 \leq n \leq 20$ using the optimal strategy from Lemma 4.1.

<table>
<thead>
<tr>
<th>n</th>
<th>exact value</th>
<th>approx. value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>2/3</td>
<td>0.6666666667</td>
</tr>
<tr>
<td>3</td>
<td>11/15</td>
<td>0.7333333333</td>
</tr>
<tr>
<td>4</td>
<td>74/105</td>
<td>0.704719048</td>
</tr>
<tr>
<td>5</td>
<td>223/315</td>
<td>0.709365079</td>
</tr>
<tr>
<td>6</td>
<td>2438/3465</td>
<td>0.7030675036</td>
</tr>
<tr>
<td>7</td>
<td>31649/45045</td>
<td>0.7026985026</td>
</tr>
<tr>
<td>8</td>
<td>31586/45045</td>
<td>0.7021099012</td>
</tr>
<tr>
<td>9</td>
<td>536297/765765</td>
<td>0.7003414886</td>
</tr>
<tr>
<td>10</td>
<td>1017861/14549535</td>
<td>0.6995837324</td>
</tr>
<tr>
<td>11</td>
<td>10169963/14549535</td>
<td>0.6988868680</td>
</tr>
<tr>
<td>12</td>
<td>233741674/334639305</td>
<td>0.698484038</td>
</tr>
<tr>
<td>13</td>
<td>61474019/8062975</td>
<td>0.6980688422</td>
</tr>
<tr>
<td>14</td>
<td>3502216282/5019589575</td>
<td>0.697096891</td>
</tr>
<tr>
<td>15</td>
<td>101519128079/145568097675</td>
<td>0.6969955656</td>
</tr>
<tr>
<td>16</td>
<td>165572169206/237505843575</td>
<td>0.696782831</td>
</tr>
<tr>
<td>17</td>
<td>314479749690/4512611027925</td>
<td>0.6965904968</td>
</tr>
<tr>
<td>18</td>
<td>62876329766/902522205585</td>
<td>0.696790688</td>
</tr>
<tr>
<td>19</td>
<td>3751310992403/5386019613975</td>
<td>0.6964902398</td>
</tr>
<tr>
<td>20</td>
<td>16608897635558/23852372576175</td>
<td>0.6963205686</td>
</tr>
</tbody>
</table>

Table 6: Expected number of moves (i.e., $e_{n,0}^{other}$) where no card with a previously known label is turned over for the solitaire Memory game with $1 \leq n \leq 10$ using the optimal strategy from Lemma 4.1.
Figure 9: Expected number of 1.0–pairs for the solitaire Memory game using the optimal strategy from Lemma 4.1. The value for \( n = 5000 \) is \( \approx 0.69316 \).

Figure 10: Expected number of 1.0–pairs for the solitaire Memory game using the optimal strategy from Lemma 4.1 – divided by \( n \). The value for \( n = 5000 \) is \( \approx 0.00013863 \).

Figure 11: Expected number of 1.5–pairs for the solitaire Memory game using the optimal strategy from Lemma 4.1. The value for \( n = 5000 \) is \( \approx 3862.5799 \).

Figure 12: Expected number of 1.5–pairs for the solitaire Memory game using the optimal strategy from Lemma 4.1 – divided by \( n \). The value for \( n = 5000 \) is \( \approx 0.77251598 \).

Figure 13: Expected number of additional 1.5–pairs for the solitaire Memory game when the number of pairs is increased by one, i.e., \( e_{n,0}^{1.5} - e_{n-1,0}^{1.5} \). The value for \( e_{5000,0}^{1.5} - e_{4999,0}^{1.5} \) is \( \approx 0.77258872 \).

Figure 14: The graphs from Figure 12 and Figure 13 in one image. The upper black graph represents \( e_{n,0}^{1.5} - e_{n-1,0}^{1.5} \), the lower blue one \( e_{n,0}^{1.5}/n \).
Figure 15: Expected number of 2.0–pairs multiplied by two for the solitaire Memory game using the optimal strategy from Lemma 4.1. The value for $n = 5000$ is $\approx 2273.4539$.

Figure 16: Expected number of 2.0–pairs multiplied by two for the solitaire Memory game using the optimal strategy from Lemma 4.1 – divided by $n$. The value for $n = 5000$ is $\approx 0.45469078$.

Figure 17: Expected number of additional 2.0–pairs multiplied by two for the solitaire Memory game when the number of pairs is increased by one, i.e., $e_{n,0}^{2.0} - e_{n-1,0}^{2.0}$. The value for $e_{5000,0}^{2.0} - e_{4999,0}^{2.0}$ is $\approx 0.45482256$.

Figure 18: The graphs from Figure 16 and Figure 17 in one image. The upper black graph represents $e_{n,0}^{2.0} - e_{n-1,0}^{2.0}$, the lower blue one $e_{n,0}^{2.0}/n$.

Figure 19: Expected number of other moves for the solitaire Memory game using the optimal strategy from Lemma 4.1. The value for $n = 5000$ is $\approx 1931.2899$.

Figure 20: Expected number of other moves for the solitaire Memory game using the optimal strategy from Lemma 4.1 – divided by $n$. The value for $n = 5000$ is $\approx 0.38625799$. 
Figure 21: Expected number of other moves for the solitaire Memory game when the number of pairs is increased by one, i.e., $e_{\text{other}}^n - e_{\text{other}}^{n-1,0}$. The value for $e_{\text{other}}^{5000,0} - e_{\text{other}}^{4999,0}$ is $\approx 0.38629436$.

Figure 22: The graphs from Figure 20 and Figure 21 in one image. The upper black graph represents $e_{\text{other}}^{n,0} - e_{\text{other}}^{n-1,0}$, the lower blue one $e_{\text{other}}^{n,0} / n$.

Figure 23: Expected number of moves where no pair is collected for the solitaire Memory game using the optimal strategy from Lemma 4.1. The value for $n = 5000$ is $\approx 3068.0169$.

Figure 24: Expected number of moves where no pair is collected for the solitaire Memory game using the optimal strategy from Lemma 4.1 – divided by $n$. The value for $n = 5000$ is $\approx 0.61360338$.

Figure 25: Expected number of moves where no pair is collected for the solitaire Memory game when the number of pairs is increased by one, i.e., $(\frac{1}{2}e_{\text{other}}^{2,0} + e_{\text{other}}^{n,0}) - (\frac{1}{2}e_{\text{other}}^{2,0} + e_{\text{other}}^{n-1,0})$. The value for $(\frac{1}{2}e_{\text{other}}^{2,0} + e_{\text{other}}^{5000,0}) - (\frac{1}{2}e_{\text{other}}^{2,0} + e_{\text{other}}^{4999,0})$ is $\approx 0.61370564$.

Figure 26: The graphs from Figure 24 and Figure 25 in one image. The upper black graph represents $(\frac{1}{2}e_{\text{other}}^{2,0} + e_{\text{other}}^{n,0}) - (\frac{1}{2}e_{\text{other}}^{2,0} + e_{\text{other}}^{n-1,0})$, the lower blue one $(\frac{1}{2}e_{\text{other}}^{2,0} + e_{\text{other}}^{n,0}) / n$. 